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Abstract
Error taxonomies are useful because different types of errors have different commission and detection rates and because error mitigation techniques often are only useful for some types of errors. In the early 1990s, Panko and Halverson developed a spreadsheet error taxonomy. This paper updates that taxonomy to reflect human error research more fully. The taxonomy focuses on quantitative errors during development and testing but notes that qualitative errors are very important and that errors occur in all stages of the system development life cycle.
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1. Introduction
Spreadsheets are widely used in corporations, and there is strong convergent data showing that most corporate spreadsheets have material errors [15]. Consequently, a great deal of all spreadsheet research has focused on the study of errors. While one “solution” may be to stop using spreadsheets, human error research suggests that error rates probably are similar for other decision support system development technologies [14].

Nearly all spreadsheet error researchers have used taxonomies to categorize errors. They have done this because there are multiple error mechanisms with different commission rates, different detection rates, and differently susceptibilities to error avoidance and detection methods. Error mitigation strategies need to be developed and assessed with respect to specific types of errors.

The purpose of this paper is to revisit and revise the widely cited Panko and Halverson [18] taxonomy of spreadsheet errors. There are several reasons for doing so. First, the taxonomy was based on aspects of general human error research known to Panko and Halverson in 1993. Second, subsequent taxonomies have identified important error types that were not included in the Panko and Halverson taxonomy. Third, the omission category in the taxonomy has proven to be too narrow, and the mechanical-logical-omission trichotomy in general needs to be replaced by the more widely used mistake-slip-lapse trichotomy.

This paper covers some of the same topics addressed by Powel, Baker, and Lawson [23], who included discussions of error classification, impact, frequency, creation and prevention, and detection. Most obviously, our paper differs by focusing primarily on the first topic, error classification. We will note other differences later in this paper.

2. Taxonomies

2.1 Taxonomies
Taxonomies have long been used in science. Senders and Moray [31], writing about human error, said that:

… a taxonomy is a fundamental requirement for the foundation of empirical science. If we want a deep understanding of the nature, origins, and causes of human error, it is necessary to have an unambiguous classification scheme for describing the phenomenon we are studying. [p. 82.]
There is no “best” error taxonomy for spreadsheets [9,25] or any other type of human cognitive activity. Researchers and professionals with different focuses need different things from error taxonomies. For instance, spreadsheet designers need error taxonomies that distinguish between types of errors that need different amelioration strategies. The legal system, in contrast, needs distinctions that help assign responsibility for damages [31]. In addition, each taxonomy illuminates some aspects of a phenomenon while blinding the researcher or practitioner to other aspects of the phenomenon [1].

2.2 Phenomenological versus Deep (Theory-Based) Taxonomies
Senders and Moray [31] distinguished between different levels of taxonomies. The most superficial level consists of phenomenological taxonomies that are based on simple descriptions of error manifestations. For instance, typing errors at this level would be described by such things as keystroke transpositions. At the level of phenomenological errors, there is no explanation for why different errors occur.

Phenomenological taxonomies are useful for destroying myths about what types of error occur frequently. If a certain type of error proves to be particularly frequent, it merits particular attention. Conversely, if a type of error once believed to be important actually is fairly rare, then shifting resources from this type of errors to other types of errors may be important. Research using phenomenological taxonomies, then, can puncture false belief bubbles.

In addition, in spreadsheet experiments on the detection of errors, experimenters typically seed spreadsheets with errors that the researchers believe to be common errors [7,8,11,16]. Ideally, the selection of seeded errors should reflect the true relative frequencies of different kinds of errors. Otherwise, the results of these experiments measured as the percentage of errors detected will be misleading.

In contrast to phenomenological taxonomies, deeper taxonomies are informed by theory. This is especially valuable if theory predicts manifestations of results. In error research, for instance, theory may suggest that different types of errors will have different error occurrence rates, different detection rates, or different mechanisms for mitigation. Unfortunately, there is no complete theory for human error, so creating full deep taxonomies for spreadsheet errors is not possible today.

2.3 Error Attribution

Nearly all spreadsheet error research is based on the analysis of spreadsheets that have already been developed. This suggests that we should only have phenomenological taxonomies. However, most published taxonomies of spreadsheet error still try to explain observed errors in terms of underlying theories. While this may be methodologically undesirable, it is also undesirable to use taxonomies that describe errors but give no clues as to why different types of errors occur or how they can be redressed.

In defense of attributing error causes, it may be plausible to infer the cause of many errors in operational spreadsheets. For instance, if a subject switches Year 1 and Year 2 sales values after reading them off a sheet of paper, this seems likely to be due to a lapse inside the subject’s memory.

As we move from tightly controlled experiments to the inspection of operational spreadsheets, we are likely to need more purely phenomenological taxonomies. However, even this is only a conjecture. For instance, if an operational spreadsheet computes revenues on Row 47 and in the next row multiplies revenues by the corporate tax rate to compute corporate taxes, it is fairly clear that the spreadsheet developer mistakenly believed that corporate taxes are computed on the basis of revenues instead of income.

3. Human Error Taxonomies

3.1 Human Error Research

Our concern is not taxonomies in general but human error taxonomies. In this, we are fortunate because human error has been studied in many human cognitive domains for more than 100 years. These domains have included mathematics, programming, throwing switches, aircraft accidents, automobile accidents, nuclear incidents, proofreading, and linguistics, to name just a few. In the 1980s, researchers from different human cognition domains began to realize that they were seeing the same types of errors and error frequencies in different cognitive domains. Reason [29] summarized many of these convergent findings. Panko [14] summarizes measured human error rates in studies in different fields.

Perhaps the most important finding from the converged error literature is that human cognitive processes produce the correct result nearly all the time but have a small inherent error rate that stems from the same processes that produce correct results [29]. In other words, the way we actually think (as opposed to the way we believe that we think) is the heart of the problem, not simple sloppiness.

Unfortunately, the fact that we make relatively few mistakes as we do cognitive work is not good enough in some contexts. For instance, software programmers usually are 95% to 98% accurate when they write code [14]. However, in programs that have long flows of logic, even this high level of accuracy is not enough. The same is true in spreadsheets.

A third important finding is that while we are good at avoiding errors as we work and catching many of our errors immediately, we are not as good at detecting errors after the fact [14]. When we examine a cognitive artifact such as a program, we typically find only 60% to 70% of the errors, and this varies widely by error type [14].

In this paper, we attempt to exploit the work on error taxonomies in human error research. This makes this paper different from the critical review of Powell, Baker, and Lawson [23], which was not based on the human error literature.
3.2 What is an Error?

The most fundamental issue in any error taxonomy is how to define “error.” Senders and Moray [31] defined an error as:
“an action that is not intended by the actor;
not desired by a set of rules or an external observer; or
that led the task or system outside its accepted limits”





Senders and Moray [31], p. 25.

The key point is that there needs to be a criterion for determining whether something is correct or an error. In many cases, the criterion will be obvious, such as a mistyped number. In other cases, especially in matters of good practices, there may not be a universally accepted criterion.

3.3 Mistakes, Slips, and Lapses

In his book, Human Error, Reason [29] presented a taxonomy of human errors based on prior work by Reason and Mycielska [30] and Norman [13]. This taxonomy, shown in Figure 1, begins with a basic distinction between planning and execution errors. If the plan is wrong, this is a mistake, regardless of how good the implementation is. However, if the plan is correct but the execution is wrong, this is a slip or lapse.
Figure 1: Mistakes versus Slips and Lapses
The distinction between slips and lapses was proposed by Norman [13].A slip is an error during a sensory-motor action, such as typing the wrong number (say $120,000 instead of $210,000) or pointing to the wrong cell when entering a formula. In contrast, a lapse occurs within the person’s head. A lapse is a failure in memory. A lapse often is caused by overloading the limited human memory capacity.
This taxonomy has possible implications for automated spreadsheet error detection programs, which only work on final spreadsheet artifacts. It is likely that errors involving planning and memory that occur “off the spreadsheet” will leave few if any artifacts in the spreadsheet for automated analysis tools to find. Even slips during execution may not leave artifacts for automated spreadsheet analysis programs to find.

For human error hunters, too, the three types of errors suggest that constraining inspection to the spreadsheet itself is likely to miss many errors. It is mandatory to inspect requirements, designs, and domain algorithms to understand if they have been executed properly in the spreadsheet.
3.4 Rasmussen

Rasmussen [28] further divided mistakes into rule-based mistakes, which occur when developer or tester applies a heuristic rule incorrectly, and knowledge-based mistakes, which occur when no rule applies and the person must use his or her general knowledge of the device or electrical engineering in general. Although the Rasmussen [28] taxonomy is important, applying it runs into two serious issues. First, developers and testers must be highly experienced, or they will not have well-developed heuristic rules or adequate knowledge. More seriously, this taxonomy cannot be used without doing a protocol analysis. We will not include this distinction in our taxonomy because most research does not use protocol analysis.

3.5 Allwood
A study by Allwood [2] examined the commission rates and detection rates for different types of errors. Allwood [2] conducted a protocol analysis study using students solving mathematical problems. Allwood’s students made 327 errors as they worked. Six out of every ten errors were execution errors, which involved something like doing an addition incorrectly. However, the subjects spontaneously caught 83% of execution errors as they worked. Consequently, execution errors accounted for only 29% of final errors.
Logic errors that involved mathematical thinking, namely solution method errors and higher-level math errors, only accounted for a quarter of all errors made, but their relatively low error detection rates (48% and 25% respectively), resulted in their accounting for 40% of all final errors.

Skip errors involved subjects skipping a step in a solution process. These errors were comparatively rare, accounting for only 9% of all errors. However, none were detected spontaneously, so they resulted in 29% of all final errors.

Panko and Halverson [18] based their taxonomy of spreadsheet development errors heavily on Allwood’s taxonomy and research findings.

3.6 Flower and Hayes

Another intriguing error insight comes from Flower and Hayes [6], who used protocol analysis to study the writing process. They found that their subjects needed to work at several levels of abstraction simultaneously. Subjects had to select specific words while generating sentences; and sentence production had to fit into the author’s plan for the paragraph, for larger units of the document, for the document as a whole, and for the document’s purpose (requirements). Planning had to be done at all levels of abstraction simultaneously. Each level of abstraction, furthermore, created constraints that had to be obeyed when considering other levels.

Figure 2 shows that we portray the Flower and Hayes taxonomy of concerns as a context pyramid that is inverted, placing all of the weight of all context levels on the writing of each word. This can create an enormous load on the writer’s memory and planning resources. Indeed, interruption studies have shown that writing is one of the most cognitively-intensive human activity domains [6].

Figure 2: Context Pyramid in Writing

In spreadsheet development, the same heavy mental load is likely to occur. Whenever a developer enters a formula, he or she has to be cognizant of the algorithm for the formula, the algorithm for a larger section of the spreadsheet, the spreadsheet design as a whole, and the spreadsheet’s external requirements. An error may occur because of a flaw at any of these levels.

3.7 Violations

Earlier, we noted that even when we are attempting to work diligently, errors are inevitable because of the very ways in which human cognition works [29]. In software, testing, Beizer [4] has argued that programmers must be held blameless for errors found in testing because of the inevitability of errors even when people are diligent.

However, the argument that errors are innocent does not apply if the person is intentionally circumventing policies and rules. This idea was first articulated in human research on automobile accidents, in which speeding, drinking, and other violations of the law are viewed as non-inevitable and blameful [29]. Consequently, it makes sense to make a distinction between innocent errors do to human cognitive processes and errors due to violations.

In driving, there are specific laws that prescribe most types of dangerous driving behavior. Consequently, identifying certain driving actions as violations often is straightforward. However, even if talking on a hands-free mobile phone is legal, it significantly reduces a person’s driving ability, and accidents we have when talking on hands-free mobile phone, while not illegal, may still be negligence. The usefulness of a distinction between innocent errors and violations seems to be most useful where there is strong agreement on what is acceptable and unacceptable.

4. Spreadsheet Error Taxonomies

So far, we have looked at general human error taxonomies. We will now look specifically at spreadsheet error taxonomies.

4.1 Human Error Taxonomies and Experiments

Many spreadsheet taxonomies have been based on data from experiments. Powell, Baker, and Lawson [23], citing Reason [20], note that experiments are dangerous because they often are contrived. Certainly, this is true is some experiments. However, spreadsheet experiments usually require a developer to create a spreadsheet from a word problem or to attempt to detect errors in a spreadsheet. These activities do not seem to be overly contrived.

More importantly, experiments are useful in isolating specific aspects of human cognition and error making. In general, spreadsheets have focused on determining whether research results from software development will carry over to spreadsheet development. In general, they do [16,18].

In addition, experiments are useful not only in measuring raw error rates but in noting how commission and detection rates differ for different types of errors. For instance, Panko [16] found that omission errors are detected much less frequently than other types of errors—a finding seen in research in other human cognitive domains [29].

Even for inspections for operational spreadsheets, results from human error research are of practical importance. If detection rates really are different for different types of errors, then the profile of detected errors will not match the profile of real errors in spreadsheets. Also, if research shows that the detection of errors in longer formulas is less than it is in shorter formulas [16], this means that error detection protocols should specify minimum times to be spent on more complex formulas. In software code inspection, furthermore, it has been found that detection yield is strongly tied to the maximum number items to be covered in an inspection, and the minimum time to be taken in inspection [5,14].
4.2 Galletta
Galletta et al. [8] conducted an experiment using MBA students and accountants working on their CPA accreditation. In this study, subjects inspected spreadsheets looking for errors. Galletta, et al. [8] divided errors into two types. Domain errors occurred when a formula required knowledge of accounting. Device errors involved using the computer and the spreadsheet program—typing errors and pointing errors. The study found that device errors had a higher detection rate than domain errors.

4.3 Panko and Halverson

For their 1993 experiment on errors in spreadsheet development and inspection, Panko and Halverson [18] created a taxonomy of spreadsheet research issues as a three dimensional cube. Figure 3 shows that the three sides of this cube were research issue, life cycle stage, and methodology (experiment, survey, etc.) for addressing the research issues.

Figure 3: Panko and Halverson Spreadsheet Risks Research Cube
Research issues included structural concerns (poor structure), actual errors, user work practices, assumptions, and spreadsheet model’s characteristics (size, percentage of cells that are formulas or data, complexity of formulas, one-time use versus many-time use, the number of people who use the spreadsheet, risks, and control policies. In other words, the taxonomy went well beyond quantitative and qualitative error categories and well beyond error studies in general.

Under “actual errors,” which meant quantitative errors, the taxonomy noted several ways to count errors and noted that each has advantages and disadvantages. The error-counting metrics listed were the percentage of models containing errors, the number of errors per model, the distribution of errors by magnitude or severity, and the cell error rate.

For error magnitude and severity, Panko and Halverson [18] noted that, “Some errors are important, other unimportant. One measure is the size of the error as a percentage of the correct bottom-line value. Another is whether a decision would have been different had the error not been made. We suspect that quite a few errors are either too small to be important or still give answers that lead to the correct decisions.”

Powell, Baker, and Lawson [25] discussed error magnitude in some detail and did so even more in an earlier [22] paper. They focused on the dollar magnitudes and percentage magnitudes of errors. Other studies have looked at the seriousness of the errors in the context in which the spreadsheet was used [15].

In terms of the cell error rate, which is the percentage of cells that contain an error, Panko and Halverson [18] were taking a cue from software development research, which has long measured the faults per thousand lines of noncomment source code (faults/KLOC). The rate of faults/KLOC is roughly the same across programs. This allows software developers to get a rough estimate of the number of errors they can expect to find when inspecting a module of code with known length. In manufacturing, reliability engineers also measure average error rates for different types of activities, in order to design and manage processes.

Consequently, Panko and Halverson [18] suggest measuring error frequency in terms of the cell error rate (CER)—the percentage of cells containing errors. For the computation of CERs, Panko and Halverson [18] argued that spreadsheet research should divide the total number of errors in value (formula and constant) cells by the total number of value cells. We will see that this CER measure has proven to be inadequate.

Like faults/KLOC, the CER is a rough way to anticipate the number of errors in a spreadsheet, just as faults/KLOC is in software. Not every spreadsheet will have the same cell error rate, much less every module in a spreadsheet. In addition, for both faults/KLOC and CER calculations, omissions and some other errors do not occur in a particular cell and therefore do not affect the number of cells, except, in the case of omissions, to reduce them. Like other types of base error rates [14], the cell error rate is a useful indicator of anticipated error rates, not a precision tool for estimating human error rates. However, it is a powerful way to show that spreadsheet cell error rates are far too high for safety, given the long chains of formulas leading to results in spreadsheets.

Panko and Halverson [19,20] also argued that errors should be counted only once, in the cells in which they occur. For example, if this error is repeated in copied cells, it should only be counted as a single error. (The original formula that is copied is called the root formula.) Also, only cells in which the error was actually made should be counted, not dependent cells that are incorrect only because of errors in precursor cells. Most subsequent studies have used this “original sin” approach. Of course, in computing cell error rates, the same numerator and denominator must be used. For example, if only the root formula in a row of copied cells is used as the numerator for a copying error, the same must be true in the denominator.

Figure 4 shows the Panko and Halverson [18] taxonomy of development and testing error types. The taxonomy first divides errors into qualitative and quantitative errors. This demarcation of the two types of errors was very simple. If something makes a computed (“bottom-line”) value incorrect, then it is a quantitative error. If it did not, it is a qualitative error.

Figure 4: Panko and Halverson 1996 Taxonomy of Development and Testing Error Types
The most common qualitative error is putting a constant instead of a cell reference into a formula [Panko, 1988]. For instance, if the tax equals the income before tax times the tax rate of 15%, the formula for tax should not give the cell reference to income before tax and then multiply this by 15%. If the tax rate changes, finding all instances of where changes should be made is difficult. Consequently, some instances of the tax rate would be changed, but others might not be changed because they are not found. This practice of inserting a number in an equation is often called hardcoding.

Panko [1988] suggested that hardcoding, while not creating immediate errors, would result in later errors. Teo and Tan [32] tested this conjecture. They found that students who did hardcoding did, in fact, make more errors during subsequent what-if analyses. Reason [29] calls errors that do not produce an immediate numerical error but that are likely to produce subsequent numerical errors later latent errors. For example, suppose the developer does not turn on cell protection (a qualitative error). Later, a user may mistakenly type a number in a formula cell. Now, the spreadsheet’s computations are incorrect (a quantitative error).

The distinction between quantitative and qualitative errors is not the same as the distinction between serious and nonserious errors. Many quantitative errors are small, while qualitative errors can lead to extremely serious errors later. In addition, many qualitative errors such as poor design reduce productivity and cause other problems even if they do not result in numerical errors. Ignoring qualitative errors is not an option for corporations. Having said this, researchers have tended to focus on quantitative errors because much spreadsheet error research has been done at least in part to document that there is a spreadsheet accuracy problem, and quantitative errors are more convincing than qualitative errors.

Following Allwood [2] broadly, Panko and Halverson [18] divided quantitative errors into three basic types: mechanical, logic, and omission errors.

· Mechanical errors are typing errors, pointing errors, and other simple slips and lapses. Mechanical errors can be frequent, but they have a high chance of being caught by the person making the error.

· Logic errors are incorrect formulas due to choosing the wrong algorithm or creating the wrong formula to implement the algorithm.

· Omissions are requirements left out of the model. They often result from a misinterpretation of the situation. Human factors research has shown that omission errors are especially dangerous because they have low detection error rates [14,29].

Panko and Halverson’s first study using the taxonomy was a development experiment in which subjects created a spreadsheet working alone, in groups of two, or in groups of four [19]. The authors conducted an inter-rater reliability test on the taxonomy’s tripartite distinction between quantitative mechanical, logical, and omission errors. The subjects made the same 209 quantitative errors according to both researchers, for a 100% reliability rate in overall error counting. Within these quantitative errors, the researchers initially disagreed on the classification of a single error that occurred in three spreadsheets. This represented 99.6% reliability. The point of disagreement was a single error made by three different subjects who added expenses to revenues to get income, instead of subtracting expenses from revenues. One researcher classified this as a logic error (believing that they should be added), the other as a mechanical error (typing a + instead of a -).

Panko [16] later conducted an inspection study, using a modification of the Galletta et al. [8] inspection task and a variant of the Fagan [5] code inspection methodology. This time, Panko tested the distinction between omission errors and other types of errors (mechanical and logical). Consistent with other research on human error, omission errors were detected much less frequently than other types of errors. The study also found that errors in long formulas were detected less frequently than errors in shorter formulas.

The third dimension in the Panko–Halverson spreadsheet research issues cube was life cycle stage. Based on the prior spreadsheet literature, Panko and Halverson [18] divided the spreadsheet life cycle (not just the spreadsheet development life cycle) into 5 stages: requirements and design, cell entry, the draft stage (after careful development but before testing), debugging (testing), and operation (use after development) Panko and Halverson [18] suggested that the error rate varies strongly across this life cycle, as Figure 5 indicates. Through the draft stage, errors typically increase with time. During testing and operational use of the spreadsheets has begun, errors tend to decrease (although errors sometimes increase during operational use, especially of cell protection is not turned on).

Figure 5: Error Density by Life Cycle Stage

Although the Panko and Halverson [18] taxonomy has been fairly well validated by experiments, some limitations have become obvious over time. First, although the taxonomy has both an error type dimension and a spreadsheet life cycle perspective, Panko and Halverson did not flesh out the lifecycle dimension. They did not look at the types of errors that occur during initial analysis and requirements. More concretely, because they did not study ongoing use they were not aware until later of overwriting errors, in which a user overwrites a formula in an operational spreadsheet with a number.

Second, they focused on omission errors because these were the subject of earlier human error research. However, an omission of a requirement is only one type of requirement noncompliance [12]. 

Third, the taxonomy did not recognize the important distinction between sensory-motor slips and memory lapses. This is important because it is likely that automated error detection tools seem more likely to catch slips than lapses that occur inside a person’s head.

4.4 Rajalingham
Rajalingham led the creation of on taxonomy in 2000 [26] and expanded on this taxonomy in 2005[27]. The initial taxonomy [26], like the Panko and Halverson [18] taxonomy, makes the distinction between qualitative and quantitative errors. It then makes a distinction between accidental and reasoning quantitative errors. This is similar to the Panko and Halverson [18] mechanical versus logical distinction, but its terminology (accidental versus reasoning) is better connotatively.

Another important addition in this taxonomy is the distinction between developer and end-user accidental errors. Panko and Halverson [18] only focused on developer errors. They did not consider the types of errors that end users would make after development. Most obviously, they failed to consider data entry errors, which can be very important. These errors can include inputting incorrect data or even overwriting a formula with a number.

Rajalingham, et al. [26] also considers errors that users make in interpreting the results of spreadsheets, even if the spreadsheet is numerically correct. This was a major insight.

4.5 Howe and Simkin

For a code inspection experiment, Howe and Simkin [11] created a new taxonomy for spreadsheet errors.

· Data entry errors. Out of range values, negative values, a value entered as a label.

· Clerical and non-material errors. Incorrect dates in labels, misleading labels, and so forth. (Previous studies have ignored such errors.)

· Rules violations. Cell entries which violate a stated company policy. These violations do not have to be deliberate.

· Formula Errors. Inaccurate range references, embedded constants (hardcoding), illogical formulas.
Violations are parts of the model that violate requirements. Omission errors do this, but so do many other types of errors, such as computing overtime pay for a salaried employee who is not eligible to receive overtime pay. This is different from the concept of violations in driving, described earlier, which involve deliberate misconduct.

One concern with the taxonomy is that it mixes quantitative and qualitative errors. Misleading labels might be classified as either, while hardcoding is normally seen as a qualitative error because it does not make a computed value incorrect immediately.

4.6 Powell, Lawson, and Baker

For their series of projects involving the creation, testing, and use of an inspection (auditing) methodology for operational spreadsheets, Powell, Lawson, and Baker [24,25] developed another taxonomy of errors.

· Logic errors: Formula is used incorrectly, leading to an incorrect result.

· Reference errors: A formula contains one or more incorrect references to other cells.

· Hard-Coding: One or more numbers appear in formulas, and the practice is sufficiently dangerous.

· Copy/Paste: A formula is wrong do to an incorrect cut and paste.

· Data Input: An incorrect data input is used.

· Omission: A formula is wrong because one of its input cells is blank.

While laboratory experiments may have enough context to use theory-informed taxonomies, Powell, Lawson, and Baker [24,25] decided that they used a phenomenological taxonomy based on the forms of the errors they encountered. As noted earlier, moving to more purely phenomenological taxonomies may be desirable as we move from laboratory experiments to operational spreadsheets.

This taxonomy’s use of omission errors is very different from the use of omission errors in the Panko and Halverson [18] taxonomy. In the Panko and Halverson usage, something in the requirements is left out of the spreadsheet. This is not likely to be detectable by looking at the spreadsheet. In contrast, in the Powell, Lawson, and Baker [24,25] taxonomy, an omission error means pointing to a blank cell. This type of omission error proved to be rare in the Powell, Lawson, and Baker study [25]. In this taxonomy, there is nothing like the omission errors posited by Panko and Halverson [18].

Hardcoding is described as a qualitative error in the Panko and Halverson [18] and the Rajalingham [2005] taxonomy. Howe and Simkin [11] always classify it as a formula error, which can either be quantitative or qualitative. In the Powell, Lawson, and Baker [22] taxonomy, hardcoding is usually not counted as an error but is, “unless it is sufficiently dangerous.” The taxonomy, then, does not follow the usual quantitative-versus-qualitative distinction. Instead, it counts some qualitative errors if they are serious but counts all quantitative errors, even if they are not serious.

5. A Revised Panko and Halverson Taxonomy

Based on the previous discussion, we now present our revised taxonomy of spreadsheet errors.

5.1 Measuring Errors

As discussed earlier, it is important to have common agreement about how to count the number of errors. Also as discussed earlier, counting the number of errors is not trivial. Most studies use the “original sin” rule—only counting an error in the cell in which it occurs. Although this rule generally is relatively easy to apply, some measurement goals need to take different approaches. For instance, if the goal is to quantify the impact of an error, then the focus falls explicitly on values in subsequent cells [22]. If a root cell is copied, furthermore, the fact that copied formulas create inaccuracies in multiple bottom-line variables cannot be ignored [22] in studies of impacts.

Another issue occurs when counting errors in a workbook with multiple worksheets. If the same error occurs in multiple worksheets, there is some merit to counting it as a single error, but if the goal is to assess what percentage of all worksheets that are incorrect, then it would be better to count the error once in each worksheet [25].

The concept of cell error rates (CERs), as noted earlier, is derived from the programming concept of faults per thousand lines of (noncomment) source code (faults/KLOC). It is important, in counting cell error rates, to specific the denominator precisely. In software development, comment statements typically are excluded from the denominator. In spreadsheets, this would correspond to excluding label cells.

As noted earlier, Panko and Halverson [18] used the number of value cells—constants and formulas—as the denominator in their studies. Some subsequent studies, however, used all non-empty cells (including text cells) in their denominator, while other cell error rates have been based only on formula cells. Differences in denominators for calculating the CER can make research results difficult to compare across studies.

Figure 6 identifies some possible ways of defining cell error rates and gives suggested names to be used in future research.

· CERV is based on value cells. This includes numerical and formula cells.

· CERF is based on formula cells. If most errors occur in formula cells, then CERF will be larger than CERV for the same number of errors.

· CERN is based on numerical cells. It is useful for discussing data input errors.

· CERA is based on all non-empty cells, including formula cells, numerical cells, and label cells.

Figure 6: Types of Cell Error Rates (CERs)

Researchers should specify which form of cell error rate they are reporting. They should also report the number of numerical, formula, and text cells separately to allow others to rebase their error rates for comparison with results from other studies. For formulas, the number of unique formulas should be reported as well, for both in the numerator and denominator.

5.2 Violations and Innocent Errors

Figure 7 shows our revised taxonomy of spreadsheet errors. Following Reason [29], the taxonomy first divides all errors into violations and innocent errors. Most errors are innocent errors, but some problems are due to deliberate violations of corporate standards or guidelines for spreadsheet development. Worse yet, some incorrect spreadsheets are incorrect because of more serious violations, such as outright fraud or puffery (using exaggerated or “cooked” numbers to encourage people to make poor decisions). While employees should not be punished for innocent errors, violations deserve sanctions.

Figure 7: Revised Taxonomy of Spreadsheet Errors
What about unknowing departures from policies and specified good practices? Are they also violations? We believe that they are not. Unless a departure is intentional or is characterized by considerable negligence, it is not a violation. This follows the mens rea requirement for criminal prosecutions under the law.
5.3 Qualitative versus Quantitative Errors

For innocent errors, this taxonomy continues to use the distinction between qualitative and quantitative errors. Quantitative errors, quite simply, are incorrect formulas or data cells that make the model incorrect. Qualitative errors, in turn, may lead to quantitative problems later but do not make the model incorrect immediately.

In the original Panko and Halverson [18] taxonomy, quantitative errors produced immediate incorrect results. However, a model can become incorrect without immediately giving the wrong number. For instance, if a user overwrites a formula with a number, bottom-line calculations may be correct for this usage although the model is no longer generally correct. To give another example, if an incorrect cell reference points to a cell that happens to have the same value as a correct cell, then this pointing error, while clearly an error, will not result in an incorrect value [22].

Even with special cases, it appears that quantitative errors can be counted fairly unambiguously. Qualitative errors, in contrast, typically are violations of good spreadsheet development practice. However, there is not strong consensus for what constitutes good spreadsheet practices.

5.4 Planning Errors (Mistakes) versus Execution Errors (Slips and Lapses)

The taxonomy divides quantitative errors into planning errors versus execution errors. This distinction focuses on the instant when the user begins to enter the formula. An error before that instant is a planning error. An error made after that instant is an execution error. In terms of the Norman and Reason distinctions described earlier, a planning error is a mistake, while an execution error is a slip or a lapse.
5.5 Domain and Spreadsheet Expression Planning Errors

The taxonomy divides planning errors into domain planning errors and spreadsheet expression planning errors. This distinction argues that planning has two aspects. First, planning for a formula or section needs to have a domain component. If the spreadsheet deals with aircraft wing design, aerodynamics is likely to be important in creating an algorithm.

In addition, the developer must have a plan for expressing the domain plan on a spreadsheet. Spreadsheet expression may include the use of functions. It also may mean expressing domain concepts that do not naturally fit the row/column design of spreadsheets into a spreadsheet section with multiple formulas.

This distinction is important because automated spreadsheet error detection programs seem more likely to find spreadsheet expression planning problems than domain planning problems. Domain planning problems may not be detectible without domain knowledge.
5.6 Slip and Lapse Execution Errors
Execution errors fit the distinction between slips and lapses discussed earlier. This distinction may also have implications for automated error detection. Slips may lead to errors in pointing to the wrong cell and other errors that leave detectable patterns on a spreadsheet. Lapses, which occur within the brain, may be less likely to leave such detectible patterns.

5.7 Life Cycle Stages and Roles

Figure 7 shows development and testing errors. However, as the Panko and Halverson taxonomy [18] noted, we also note that spreadsheets generally go through a system life cycle that begins with the analysis of the current situation and needs and ends when the spreadsheet is terminated or replaced.

The first part of this life cycle is the system development life cycle. However, most of a spreadsheet’s life is spent in operational use, so we need to focus on the entire system life cycle—not only on the systems development life cycle.

Different types of errors will occur at different stages of the systems life cycle. For requirements and design, the software engineering literature may provide good guidance on what to look for—including the fact that a large fraction of all errors occur during requirements and design instead of during programming and testing [12]. In addition, spreadsheet development often uses a process more akin to agile development than traditional development, so spreadsheet professionals should look for error research in the context of nontraditional development.

Arguably the most important stage is operational use. Many specific errors, such as entering the wrong number for a variable or incorrectly importing data, occur primarily during operational use. Violations also must be anticipated, such as violations of privacy or the use of spreadsheets to commit fraud. Other operational use problems include lack of maintenance of documentation, of version control, and transitions when the developer or maintainer changes jobs.

Another aspect of life cycle thinking is that there are several possible organization roles involved. During development, for instance, there may be separate developers, testers, managers, and organizational clients. During operational use, there may be separate owners, operators who enter data and do other hands-on tasks, customers of the information, and other roles. We need to think about violations and innocent errors that may be made by each potential role during each stage of the life cycle to understand error mitigation needs.

Of course some of these roles may be combined—most obviously if the developer is also the tester, client and user of the spreadsheet. However, even when roles are combined, it may still make sense to think in terms of logical roles to consider possible errors. In addition, while combining roles may decrease some errors, such as communication errors, it may make others more likely, such as the tendency to become fixated in ways that make a person less able to see the errors that they made.

6. Inter-Rater Reliability Analysis

Taxonomies, like any other research methodology, should be judged on a number of criteria. Every taxonomy should face the entire battery of tests required to assess its internal and external validity, but a particular concern is reliability. Reliability means that if different people use the taxonomy to classify the same events or items, they will classify individual items in the same way. A taxonomy that cannot be applied reliably by different people is a failed taxonomy. To assess the reliability of our taxonomy, the two authors conducted an inter-rater reliability study in which they independently classified errors in a corpus of spreadsheets.

Reliability never is 100%. In general, an inter-rater reliability of 90% or higher is the goal, although an inter-rater reliability of 60% to 70% may make a study publishable as an exploratory study. In field studies, which deal with messier situations, somewhat lower inter-rater reliability values will be acceptable. Even then, however, methodology designers must use coarser taxonomies whose broader categories can be assigned robustly, so that inter-rater reliability will stay high.

The corpus of spreadsheets was created for a previous study [17]. In that study, students developed spreadsheet models from the Kooker word problem. This task had students develop a two-year pro forma (projected) income statement. The full corpus has 74 spreadsheets. For this study, we used the first 50 spreadsheets in this corpus but threw out six that could not be analyzed with a trial version of Spreadsheet Professional™. This limitation was irrelevant to this study, but we wished to maintain commonality for other studies using the corpus. Of these 44 remaining spreadsheets, 40 contained errors. The total number of errors was 98.

As a pre-test, the two authors independently classified errors in the first 5 spreadsheets of the corpus. When they compared the results, they realized that they were not focusing precisely on whether the error happened during formula planning or execution. After clarifying that target, the two authors categorized errors in the remaining 39 spreadsheets, which contained a total of 86 errors.
Errors in the corpus had been identified previously. The Kooker task has an unambiguous solution. A rater (different from the ones in this study) found spreadsheets with incorrect answers, identified the error, and fixed the error. If the spreadsheet was still incorrect, he repeated this process until the spreadsheet was correct. He recorded the errors.

In the reliability protocol, the first thing to do was to classify the error as a planning error (mistake before entering the formula) or an execution error in entering the formula. The two authors did this before they sub-classified planning and execution errors into subtypes. They then went back to each error. They classified each planning error as a domain planning error or as a spreadsheet expression planning error. They classified each execution error as a lapse or as a slip.

For the 39 spreadsheets used in this phase, the authors agreed on the two-phase classification of 85 out of the 88 errors, for an inter-rater reliability value of 96.6%. This is acceptable reliability. Although classification may seem to be difficult in the abstract, the two authors noted that it fairly easy to classify most errors when they were seen in context. Overall, the taxonomy appears to be reliable when raters used the protocol to classify errors. However, like any taxonomy it is not perfect. Applying this taxonomy and protocol to other corpuses may disclose other weaknesses. In particular, we suspect that errors in long complex formulas would be very difficult to classify.

7. Error Frequency

7.1 Error Frequency

A major benefit of taxonomies is the ability of taxonomy users to examine the relative frequencies of different types of errors. As noted earlier, different types of errors may call for different avoidance and detection strategies. If a rare error type is extremely expensive to address, addressing it may not be worth the effort. In contrast, if an error type thought to be rare proves to be frequent, more attention may be needed to its strategies for its amelioration.

7.2 Spreadsheet Error Detection Programs

A potentially important tool for detecting errors is the automated spreadsheet error detection program, which is typified by Spreadsheet Professional and Excel Error Check. These tools work by highlighting anomalous patterns in the spreadsheet, such as a cell with no precedents or a change in the copying pattern of a formula as it is copied across columns or rows. It is reasonable to assume that these tools will work best for identifying slip errors. Planning errors and lapses within the developer’s head may leave no pattern for the software to identify.

7.3 Errors in Our Corpus
Although the purpose of the reliability analysis was to assess the reliability of the taxonomy and protocol, it is interesting to note the distribution of errors found in the study. Figure 8 summarizes the 85 jointly classified errors. The figure shows that 82% of the errors were mistakes (planning errors), and all but one of these mistakes was a domain planning error. Only 18% of the errors were execution errors, and more of these were lapses than slips.

Figure 8: Reliability Study

This pattern of errors suggests that Spreadsheet Professional and Microsoft Error Check are not likely to be effective on this corpus of spreadsheets. Actually, only some spreadsheets in the corpus were included in the reliability study because these spreadsheets had previously been used in a study of the ability of Spreadsheet Professional and Excel Error Check to flag known errors in the spreadsheets [3]. In that study, five students applied Spreadsheet Professional and Excel Error Check to the spreadsheets in the corpus. There were 88 errors in the corpus. For each tool, then, there were 440 errors to assess as being flagged or not flagged. One student judged that Excel Error Check correctly flagged a single error, for a success rate of 0.22%. One student judged that spreadsheet professional correctly tagged 4 errors, for a success rate of almost one percent.

It may be that this corpus was misleading because the student subjects made a very large number of domain errors due to ignorance. However, another development study on almost the same task found that undergraduate students without spreadsheet work experience and MBA students with substantial spreadsheet development and testing experience made very similar types of errors. In addition, in his three-person code inspection of an operational spreadsheet, Hicks [10] found that most errors were logic errors.

Another concern is that the students did not do a map analysis in which they visually could see patterns in the spreadsheet. However, the first author of this paper did a Spreadsheet Professional map analysis. It did not help in finding any of the known errors in the spreadsheet.

7.4 Errors in the Powell, Baker, and Lawson Audit of 50 Spreadsheets

In their auditing study of 50 operational spreadsheets, Powell, Baker, and Lawson [24] found a very different pattern of errors. In that study, testers collected and recorded information about the spreadsheet. They then did map analysis with Spreadsheet Professional, ran Spreadsheet Professional tests to flag errors, ran XL analyst against the spreadsheet, and did a code inspection on remaining formulas. Ignoring hardcoding errors, which we classify as a qualitative error, 63% of the errors were reference errors, copy/paste errors, and omission errors (referencing an empty cell). These correspond to slips in our classification. Only 35% of the errors discovered were logic errors, most of which would seem to be what we call planning errors (mistakes). Finally, data errors accounted for 2% of the errors.

In addition, Powell, Baker, and Lawson [24] found most of their errors using error-detection programs. Map analysis, Spreadsheet Professional tests, and XL Analyst found 81% of the errors. Code inspection only found 18.2% of the errors discovered in the study.

One possible explanation is that the operational spreadsheets that Powell, Baker, and Lawson [24] studied really did have very different error patterns than our student-generated spreadsheets. Another explanation is that Powell, Baker, and Lawson [24]’s code inspection was ineffective so that few errors were found beyond those found by using the automated tools.

One specific concern is speed of inspection. Fagan [5] found that rapid code inspection finds fewer errors than slower code inspection. In some studies, the fall-off in detection effectiveness is very large [14]. The median amount of time spent in the Powell, Baker, and Lawson [24] study on the entire audit was 195 minutes. The median number of formulas was 1,294. Even if all the auditing time were used for code inspection, this would allow only 9 second per formula. Of course, most code inspection (but certainly not all) would focus on root formulas. There was a median of only 105 or 193 unique (root) formulas, giving more time per formula. Even so, given the complexity of the protocol, code inspection probably took a relatively small percentage of the total time. 

Another specific concern is that each of the Powell, Baker, and Lawson [24] inspections used only a single inspector. In software development, code inspection is done in teams [5,14]. In spreadsheet code inspection experiments, subjects working alone only caught about half of all errors [15]. When one-person inspection is added to the inspection rate problem, it seems plausible that the code inspection part of the study was inefficient. While software auditing tools might do well in finding slip errors, inadequate code inspection would tend to undercount logic (planning errors).

A third specific concern is that in the Powell, Baker, and Lawson [24] audit, the inspectors did not know the requirements for the spreadsheet they were inspecting. This would make it more difficult to identify mistakes. In their later study of 25 spreadsheets, Powell, Baker, and Lawson [22] did have the requirements, but the detailed data from the study examined in this section is not available for the newer study.

For these three reasons, we believe that the Powell, Baker, and Lawson [24] study probably undercounted planning errors.

8. Perspective
8.1 Changes in the Taxonomy

This paper has revised and expanded the Panko and Halverson [18] taxonomy of spreadsheet errors. The purpose of the early taxonomy was to support quantitative research studies to demonstrate that quantitative spreadsheet errors are frequent, that quantitative spreadsheet errors are difficult to detect, and that many spreadsheet errors are significant. Figure 7 shows the revised taxonomy. This taxonomy makes a number of new distinctions.

· First, there is a distinction between blameless (innocent) errors and culpable violations of laws or required corporate practices.

· Second, the distinction between logic, mechanical, and omission errors has been replaced by the more common distinction between domain and spreadsheet expression planning errors (mistakes) on the one hand and implementation errors (slips and lapses) on the other hand [13,29]. Planning errors are incorrect intentions. Implementation errors are the incorrect implementation of plans.

· Among planning errors, domain planning errors occur when the developer makes a mistake in the knowledge domain of the model (finance, ecology, physics, etc.). Spreadsheet expression planning errors occur when the developer plans an incorrect spreadsheet expression of the domain algorithm.

· Logic errors become mistakes, while mechanical errors are divided into slips and lapses. Slips are sensory-motor errors, such as typing and pointing errors. In contrast, lapses are memory errors [13].

8.2 Relative Error Frequency

We need research to assess the relative frequency of various types of errors. In our corpus, for which we had unambiguous quantitative error data, that most errors were planning errors, and most of these were domain planning errors. Among the execution errors, more than half were lapses occurring in the developer’s head. Powell, Baker, and Lawson [24] found very different things in their examination of 50 operational spreadsheets, although we have concerns about the ability of their methodology to detect planning errors and perhaps lapses.
8.3 Time to Change Our Research Focus

Today, the idea that significant quantitative errors are frequent has been broadly accepted. In any case, people who still reject that experimental and field evidence regarding them are not likely to have their opinions changed by further quantitative research. It is now time to shift our focus toward qualitative errors, which may be far more common than quantitative errors, and identifying the large number of different types of errors that are possible in different life cycle stages and by people with different roles to play.
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Figure 1: Mistakes versus Slips and Lapses
	Stage of Error
	Type of Error

	Error in Planning
	Mistake
	Logic or mathematical error, etc.

	Error in Execution
	Slip
	Sensory-motor error

	
	Lapse
	Error cause by memory overload

	Sources: Norman [13]; Reason [29].


Figure 2: Context Pyramid in Writing
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Figure 3: Panko and Halverson Spreadsheet Risks Research Cube
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Figure 4: Panko and Halverson 1996 Taxonomy of Development and Testing Error Types
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Figure 5: Error Density by Life Cycle Stage
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Figure 6: Types of Cell Error Rates (CERs)
	Acronym
	Denominator
	Use

	CERV
	Value cells (numbers and formulas)
	Cell error rates have traditionally been measured this way

	CERF
	Formula cells
	Focuses on formula error rates, which usually are much higher than value error rates

	CERN
	Number cells
	Good for looking at input errors

	CERT
	Text cells
	Good for looking at documentation

	CERA
	All nonempty cells (label and value cells)
	Not very useful, but some studies use it


Figure 7: Revised Taxonomy of Spreadsheet Errors
[image: image5.jpg]PN
v

Culpable Blameless
Violations Errors
Quantitative Qualitative Errors
/ Errors (Latent errors)
Planning Errors Execution Errors
Domain Spreadsheet Slips: Lapses:

Planning Errors in: Planning Errors in: Sensory-motor errors:  Memory errors
Formula algorithm Function use, Typing errors,
Section algorithm Non-2D logic, etc. Pointing errors, etc.

Domain knowledge





Figure 8: Reliability Study
	
	Number
	Percent

	Total Errors
	88
	

	Total Errors Jointly Classified*
	85
	100%

	Planning Errors (Mistakes)
	70
	82%

	Domain
	69
	81%

	Spreadsheet Expression
	1
	1%

	Execution Errors
	15
	18%

	Slip
	6
	7%

	Lapse
	9
	11%
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